Estimation of Disability Status from Blood Serum Protein Concentrations
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Background Analysis: Multivariate (cont.) | 2 ~
The evaluation of multiple sclerosis (MS) disability status (DS) currently relies on qualitative assessments of radiographic and clinical evidence. Expanded Disability Status Scale (EDSS) Model building methods: |
[1] and Patient Determined Disease Steps (PDDS) [2] are two broadly adopted semi-quantitative tools for describing disability status of MS patients. Classification and regression analyses proceeded along the following parallel path:
ObjeCtiveS | - 1. Optimal baseline logistic regression (classification) and ridge regression (regression) model configuration was chosen using a grid |

Tab. 1: Cohort summary table, split by disability status. search through reasonable parameter space using only the proteins as features.

Ex.plore development of a F)Iood-based .mul’.uple.x proteomic test as',somate.d with EDSS and PDDS Whole Cohort | Mild/Moderate Severe 2. Age and sex then added as features (disease duration not added because of start date ambiguity in MS, and its correlation with age). oso |
u3|.ng se.rum samples obtained from 4 sites: Brigham and Women s.HospltaI (BWH - CLIMB Study), Sample Count 595 (100%) 541 (90.9%) 54 (9.1%) 3. Trained separate versions of the baseline model for men and women. m
Unlvers.lty of I\/.Iassachuse’Fts (L_JMASS - FSDD Study), American University of Beirut (AUB), and Rocky Cohort Sex [% Female] 70.2 74 1 70.6 4. Used Catboost [4] (a more sophisticated model architecture, better suited for categorical variables) for proteins, age, and sex.
Mountain Multiple Sclerosis Clinic (RMMSC). Age i + o] 419 + 13.0 406+ 122 | 554+ 123 5. Finally, we included disease modifying therapy (DMT) class (from Tab. 1) to the model to examine the importance of DMT information. L°?.i?f,‘t‘:!§;95?ﬁ§‘)°“ R R S S
COhort AUB 33 60/0 (200) 3620/0 (1 96) 7.40/0 (4) MOdeI bu“dlng reSUIts - - - - 1k - Effective EDSS Regressi:r:I II\:odeTPerformance Summary

e 595 serum samples with disability status scores were assayed in a custom proteomic Site BWH 30.4% (181) | 31.2% (169) | 22.2% (12) ° 'g” resuljcs compared to a Zase“”e rgédet)l'll'{[smgtonhlll age and sex tf:hpredlct dlSjlflllty Stat’f;ls O;def;egtlve ]E[?SS _— t. ——

® — . 0.35| mmm PoDR Features

immunoassay panel. RMMSC 28.2% (168) 25.1% (136) 59.3% (32) Foerar|§on |§t necess”ary ec?useh |skath| | )(/jna urat y mhc?rehaseshV\:cl tage ne?botqu?ntlhy a j | enefit from protein information
e The cohort and the assay panel were optimized for the assessment of MS disease activity (DA). UMASS 7.7% (46) 7.4% (40) 11.1% (6) ¢ Feature !mpo ance allows us 1o € .ec . € degree (o whic e.30 ea ure contributes to the mp el. |

The DS analysis presented in this report represents a secondary, exploratory study ANI-CD20 6.9% (1) 6.7% (36) 9.3% (5) e Feature importance values shown in Fig. 4 are non-parametric and estimated from the error induced by permuting each column of the

’ " E (o) . o . o .. . . . . . . . 2 - P
: - - SRIT feature matrix individually ten times and then averaging the resulting the drop in performance (either AUROC or R?) [5, 6]. Features g

e After correction .fc.>r age and sex, the data vyere .used tq build models for both re.gres.élon of disability Dimethyl Fumarate 10.6% (63) 10.9% (59) 7.4% (4) i luded i a barticular model o feature set have mbortance sef {0 vero n Fiq. 4

score and classification of samples as having either mild/moderate or severe disability. Fingolimod 12.8% (76) 13.9% (75) 1.9% (1) P P J- %

. o . o . (o) ; : - e - . .
° The threShOId for severe dlsablllty Wwas taken as eaCh Score,s aSSOCIatlon Wlth the ablllty tO Walk . Non-Parametric Feature Importl-a:’nic:i:::;l-\rl‘:::il::bnI|ty Classification Models Bt Clncciior Non-Parametric Feature Importachi:: i;ol:eAlrlef:if:nctlve EDSS Regression ModeliatBoost S
- Glatiramer Acetate | 10.3% (61) 10.4% (56) 9.3% (5) ptcpeomatn | lochedn | (betnem | GlowsOmdfe | (Piahe ion o Yockosres |, Bichowedsy | Goohojes | Cocendente (e A s
unassisted (EDSS = 5.0, PDDS =4.0)[1, 2] DMT Class Interferons 15.0% (89) 15.9% (86) 5.6% (3) = :::*::e:::'::; | ﬁg::i‘RF::::;::s j -p: y"zv ':T'::%::::::::; | o]l oo —— i ::::*::e:::::; ig;t:é*RF::::;::s" ———— | i%:itRF::::;::s
P . . . o o o I A N ] e e B . N —— .-
An d |yS 1S. U nivari ate Natalizumab 21.7% (129) 19.8% (107) 40.7% (22) U Mammme s ( ) Franine Aoesand S0 (Protane A0 S
Methods: Other 5.4% (29) 5.4% (29) 5.6% (3) - I e vodel oer S top) and
' ° ° ° o e o ig. 3: Model performance for cassi ication (top) an

e Classification models were trained against a common binary endpoint using the Unknown 17.5% (93) 17.2% (93) | 20.4% (11) - regression (bottom) models for both feature sets. The “best

deflnltlon Of Severe d|Sab|I|ty deflned above For reQreSSlon’ we mapped PDDS Univariate AUROC Values for Classifying Mild/Moderate from Severe Disability Spearman Correlation and Non-Parametric p-Values for Effective EDSS o i —— feature Set iS Shown in red’ Whlle the PODR feature Set iS

into “effective EDSS” [3], for a combined analysis of both endpoints. wers| ] | - Sy ‘ ‘ shown in blue. In both panels, the age and sex only model is
e Univariate associations between measured protein concentrations in the MSDA gﬂﬁii | | | . I - - B == e momen || shown as a grey band.

test assay panel for classification and regression endpoints. £l | PR = oo e U= o e
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Fig. 4. Non-parametric feature importance (from permutation-induced error) for all models and feature sets. Classification features are shown on the left, regression
features on the right. The “best” features have importances drawn in red bars, with PODR features in blue. For the one study where men and women were treated in
separate models, the models for men are drawn in a lighter shade than women. Features not contained in a particular model have their importance set to zero.
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e Calculated AUROC or Spearman’s correlation coefficient and generated
nonparametric p-values (by counting the number of times the signal data was
exceeded by randomly generated/null hypothesis data).

e \We found the following statistically significant proteins (p < 0.05):
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o Classification: GEAP. CDCP1, TNFRSF10A e \We see promising initial results for the correlation of several proteins with disability as measured by EDSS/PDDS, key indicators of MS disability status.
o> Regression: GFAP, FLRT2, CXCL9, CXCL13, CCL20, APLP1, IL-12B, EEEEEEEEEEEE AEEEEE RN e \Ve see a strong dependence of all models on patient age wherever that feature is allowed to contribute to a model. When included in a model, age is the most important feature.
TNFRSF10A, OPG S © ST e Demographically corrected protein concentrations alone show inferior performance compared to age and sex alone.
. . - Fig. 1: Univariate performance for classification of disability status (left) and regression of effective EDSS for each protein as e Protein concentration with age and sex are among the most performant feature sets in this study. Most pronounced with regression, some effect in classification as well.
Ana|ySIS: M U Itlva rlate specified by optimized metric (top panel of both sides, AUROC for classification and Spearman’s p* for regression) and e DMT class adds little information to classification models, but greatly improves regression. Difference is reflected in the DMT class importance values too.
Feature selection methods: non-parametric p-value (bottom panel of both sides). o

_ittle performance difference between best and PoDR features. Most “statistical work™ being done by proteins chosen early in the forward selection (note the flatness of forward selection
curves near global maximum).
GFAP is the most important protein feature. APLP1 is nearly as important for regression, hardly impacts classification. CXCL13 and CDCP1 are also important for both.
e Catboost classification and regression yields little difference in performance but seems to spread importance more evenly across all features.
e \When we separate models for men and women there is some interesting difference between sexes in feature importance. Models for women tend to lean more on age, while those for men
tend to have a more even distribution across a greater number of features.
e Recall that the patient cohort was not optimized for this endpoint. This study builds on a secondary endpoint for a study using Gd-enhancing lesions to track MS disease activity.
e Additionally, EDSS and PDDS are both quite focused on mobility, making them an incomplete measure of disability in MS patients.
e Plans for future investigations of DS include:
o Other endpoints, particularly radiographic information and different measures of cognition.
o Longitudinal/dynamical analysis of patient histories to better account for patient to patient variation.
o Predictive modeling to assess early in a patient’s journey whether they are likely to show high levels of DS or not.

e All significant univariate features were included in the optimized feature set.

e Selected more features for each analysis using greedy forward selection.

e Maximized area under the receiver operator characteristic curve (AUROC) and R?
between predicted and effective EDSS.

e Train/test split (two thirds/one third) to control overfitting, performed 100 bootstrap
simulations, averaging over all splits to minimize the effect of outlier samples.

e Forward selection search output shows the maximized metric as the most
performant next protein is added to the feature set.

Feature selection results:

e Models include the protein at that tick and all the ones to the left.

e Shaded region around the traces from variation across the train/test splits.

e Also plot fractional change in optimized metric as proteins are added to the
feature set (1% fractional change marked with a dashed gray line).

AUROC Values For Greedy Forward Selection with Disability Classification R? Values For Greedy Forward Selection with Effective EDSS Regression
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Fig. 2: Forward selection output for classification (left) and regression (right). References:
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